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Forward Pass in a Perceptron
A perceptron is the simplest form of an artificial neural network. It mimics the way biological neurons 
process inputs and generate outputs. Let's go through the entire process mathematically, from inputs 
to output.

1. Inputs and Weights
The perceptron takes multiple inputs, represented as a vector X.
Each input has an associated weight, represented as a vector W.
Mathematically, if we have n inputs, we define:

𝑋 = [𝑥1 , 𝑥2, 𝑥3, … . . , 𝑥𝑛 ]
𝑊 = [𝑤1 , 𝑤2, 𝑤3, … . . , 𝑤𝑛 ]

X: represents each input feature.
W: represents the weight associated with each input.

The perceptron also includes a bias term b , which helps the model shift the decision boundary.



Summation Function (Weighted Sum)

The perceptron computes a weighted sum of inputs:

𝑍 = ෍

𝑖=1

𝑛

𝑥𝑖𝑤𝑖 + 𝑏

This operation is a dot product between the input vector X and the weight vector W, plus the bias b.

Activation Function

The perceptron applies an activation function to decide the output.



Activation Function
The perceptron applies an activation function to decide the output.



Weight Adjustment (Learning)






































