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Recurrent Neural Networks:

A recurrent neural network (RNN) is a type of artificial neural network which uses
sequential data or time series data. These deep learning algorithms are commonly used
for ordinal or temporal problems, such as language translation, natural language
processing (nlp), speech recognition, and image captioning; they are incorporated into
popular applications such as Siri, voice search, and Google Translate. Recurrent neural
networks utilize training data to learn. They are distinguished by their “memory” as
they take information from prior inputs to influence the current input and output.
While traditional deep neural networks assume that inputs and outputs are
independent of each other, the output of recurrent neural networks depend on the
prior elements within the sequence. While future events would also be helpful in

determining the output of a given sequence, unidirectional recurrent neural networks
cannot account for these events in their predictions.
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Recurrent Neural Networks:

Structure of RNNs

Recurrent Neurons: The key feature of RNNs is the recurrent neuron, which maintains a
hidden state that is passed from one time step to the next. This hidden state captures
information about previous time steps, enabling the network to have memory.

Hidden Layers: Typically, RNNs have one or more hidden layers where the recurrent
connections are applied.

Output Layer: This layer produces the final output of the network, which can vary
depending on the specific task (e.g., classification, regression).
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Recurrent Neural Networks:

Components of RNNs

Input Layer: Takes in the sequential data.

Recurrent Layer(s): Processes the data step-by-step, maintaining a hidden state.
Hidden State: Captures the information from previous steps to inform future steps.
Output Layer: Produces the final predictions.

Approach of RNNs

Sequence Processing: RNNs process data sequentially. For each time step in the
sequence, the network takes the current input and the hidden state from the previous
time step to produce the output and the new hidden state.

Backpropagation Through Time (BPTT): RNNs are trained using a variation of
backpropagation called BPTT, which accounts for the sequential nature of the data by
unrolling the network over time and computing gradients accordingly.



















The Perceptron Revisited
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Recurrent Neural Networks (RNNs)

output vector yt Apply a recurrence relation at every
time step to process a sequence:

\A4

I{ l ]J he| = |fw|(x¢), | he-1
RNN cell state function input old state
ht with weights
I

Note: the same function and set of
Input vector X parameters are used at every time step

RNNs have a state, h,, that is updated at each time step as a sequence is processed




RNN State Update and Output

Output Vector

output vector yt

l Ve = ﬂyht

Update Hidden State
RNN e .
he he = tanh(Wpphe—1 + Wipxe)
] Input Vector
input vector xt xt




RNNSs: Computational Graph Across Time

Re-use the same weight matrices at every time step

N Y2
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RNNSs: Computational Graph Across Time

~— Forward pass




Sequence Modeling: Design Criteria

To model sequences, we need to:

|. Handle variable-length sequences

2. Track long-term dependencies

3. Maintain information about order

4. Share parameters across the sequence

Recurrent Neural Networks (RNNs) meet
these sequence modeling design criteria




The Problem of Long-Term Dependencies

“The clouds are inthe ___ "

Wh ishi dients blem?
y are vanishing gradients a problem 9 9 9, (9, 9%
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Multiply many small numbers together
l T

X3 X3 X4

Errors due to further back time steps
have smaller and smaller gradients “| grew up in France, ... and | speak fluent___ "

| .

Bias parameters to capture short-term
dependencies
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Long Short-Term Memory:

A type of recurrent neural network (RNN) architecture. It has become one of
the most popular and effective models for various sequence learning tasks,
such as natural language processing, time series prediction, and speech
recognition.

LSTMs are designed to remember information for long periods, making them
well-suited for tasks where understanding the context over long sequences is
crucial. The key innovation of LSTMs is their ability to mitigate the vanishing
gradient problem, which plagued traditional RNNs.




Long Short Term Memory (LSTMs)

Gated LSTM cells control information flow:
|) Forget 2) Store 3) Update 4) Output

LSTM cells are able to track information throughout many timesteps

» tf keras layers LSTM(num units)




LSTMs: Key Concepts

|. Maintain a cell state

2. Use gates to control the flow of information
* Forget gate gets rid of irrelevant information
* Store relevant information from current input
* Selectively update cell state

* Output gate returns a filtered version of the cell state

3. Backpropagation through time with partially uninterrupted gradient flow




ét = tanh (JItUg + ht_lwg)
' Cy = o(fe % Cpoy + 1y * ét)
ht = tanh(Ct) * Oy

LSTM cell

B\ Structure of the LSTM cell and equations that describe the gates of an LSTM cell.
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How LSTM Addresses These Limitations
Memory Cell:

Description: LSTM introduces a memory cell, a component that maintains its
state over time and controls when to read, write, and forget information.
Impact: This allows LSTMs to retain information over long sequences,
effectively mitigating the vanishing gradient problem.

Gates Mechanism:
Input Gate: Controls how much of the new information to let into the
memory cell.
Forget Gate: Determines what information should be discarded from the
memory cell.
Output Gate: Controls how much of the memory cell’s information to use in
the output.
Impact: These gates enable selective updates to the cell state, ensuring
relevant information is retained over long sequences while irrelevant
information is discard
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How LSTM Addresses These Limitations

Training Stability:
Description: By mitigating the vanishing and exploding gradient problems,
LSTMs make the training process more stable.
Impact: This stability allows LSTMs to be effectively trained on long
sequences, capturing long-term dependencies.
Enhanced Learning Capability:

Description:
The architectural enhancements of LSTMs (memory cell and gating
mechanisms) allow them to learn complex patterns and relationships in
sequential data.
Impact: This makes LSTMs highly effective for a wide range of sequence

learning tasks, including language modeling, translation, and time series
forecasting.




